The relationship between price and financial stability in new monetary policy designs: the case of the US using the TVP-SVAR model*

La relación entre estabilidad de precios y financiera en nuevos diseños de política monetaria: el caso de Estados Unidos usando un modelo TVP-SVAR

ÖMER YALÇINKAYA**
ALI KEMAL ÇELİK***
HATIRA SADEGHZADEH EMSEN****

Abstract

This study aims to explain the relationship between price and financial stability in monetary policy designs that have developed since the 1990s and to empirically examine the relationship between price and financial stability in the monetary policy designs of the US. To this effect, the study examines the time-varying structure of the relationship between price and financial stability in the US, where monetary policies are designed to achieve price stability, full employment and moderate long-term interest rate targets using the TVP-SVAR model for the period 1993:12-2020:12. The results of the study demonstrate the presence of a reciprocal relationship within the scope of the new environment hypothesis, which varies over time between price and financial stability in the US over the study period. These results broadly suggest the necessity of redesigning monetary policies in the US based on the propositions of the new environment hypothesis and considering the varying structure of the relationships, symmetrical or asymmetrical, between monetary and financial stability variables over time.
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Resumen

Este trabajo pretende explicar la relación entre estabilidad de precios y financiera en nuevos diseños de política monetaria desarrollados desde los noventas y examinarla empíricamente para el caso de Estados Unidos. Para ello se examina una estructura variante en el tiempo usando un modelo TVP-SVAR para el periodo 1993:12-2020:12. Se encuentra una relación variable en el tiempo entre estabilidad de precios y financiera. Estos resultados sugieren la necesidad de redesignar la política monetaria.
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1. INTRODUCTION

Since the global financial crisis (GFC) of 2008-09, global economic growth has been propelled mainly by expansionary monetary policies, with advanced countries in exemplary positions, and has maintained a fixed rate of approximately 2-3% for the past few years (IMF, 2020). Despite the moderate recovery in global economic growth supported mainly by expansionary monetary policies and significantly low policy interest rates after the GFC, the stance of monetary policies remains extraordinarily accommodative when combined with low inflation rates below the target (Nair & Anan, 2020).

The ongoing expansionary monetary policies and the resulting increases in investor risk appetite lead to the accumulation of systemic risks in financial markets and thereby force a tight monetary policy stance. This emerging juncture in the global economy approximately ten years after the GFC not only reminds us of the global economic outlook in the pre-GFC period but also shows the difficulties faced by the central banks in designing monetary policies during a period of crisis (Fouejieu et al., 2019). This view of the global economy after the GFC leads to the questioning and redesigning of traditional monetary policies based on inflation targeting, which have been implemented by a significant portion of central banks of both developed and developing countries since the 1990s (Smets, 2014; Sahoo, 2020). Thus, the GFC has reduced the effectiveness of policies that assume that in both developed and developing countries where output and inflation deficits are relatively balanced, the central bank’s adjusted interest rates based on output and inflation deficit are compatible in ensuring price and financial stability (Mishkin, 2011; Fouejieu, 2017). Consequently, the GFC shows that even if price stability is achieved, there can be bubbles in financial asset prices, and the interest rates to achieve price and financial stability might not be compatible. Thus, financial risks cannot be eliminated only by monetary policies and instruments that enhance price stability (Borio, 2014; Kim & Mehrotra, 2017).
In these post-GFC conditions, central banks of both developed and developing countries should redesign their monetary policies to include instruments that can limit the effects of financial risks on output and inflation deficits and achieve financial stability without sacrificing price stability (Özatay, 2012; Roldán-Peña et al., 2017). In these new monetary policy designs, central banks should seek to limit the effects of financial risks on output and inflation deficits with micro/macro prudent measures and also ensure that price stability supports financial stability (Karanovic & Karanovic, 2015; Sethi & Acharya, 2020). The theoretical foundations of these emerging new monetary policy designs after the GFC are based on the “new environment hypothesis” proposed in a study by Borio & Lowe (2002) just before the GFC. The “new environment hypothesis” criticizes traditional monetary policy designs within the framework of “The Conventional Wisdom Hypothesis” introduced by Schwartz (1995), which posits that price stability can provide financial stability. It states that price stability might not necessarily guarantee financial stability and that it is possible for price and financial stability to be observed concurrently in monetary policy designs (Issing, 2003).

To explain the relationship between price and financial stability of monetary policy designs since the 1990s, this study empirically examines the relations between price and financial stability in the monetary policy designs of the United States of America using nonlinear time series analysis. Following this objective, the time-varying nature of the relationship between price and financial stability in the US for the period 1993:12-2020:12 is econometrically analyzed using the time-varying parameter structural vector autoregression (TVP-SVAR) model. The TVP-SVAR model allows us to observe nonlinear trends in the relations between price and financial stability in the 1993:12-2020:12 period in the US and to examine the effects of timing (specific periods and maturities) in monetary policy designs. Thus, the relationship between price and financial stability in the US in the 1993:12-2020:12 period can be examined econometrically, before the GFC, when monetary policy designs developed, and after the GFC, where they changed significantly. To this effect, the US’s financial stability variables measured in the form of an index encompassing various indicators of financial markets and price stability measured on the difference of actual inflation rates from the mean are used. In the US, where monetary policies were designed by the Federal Reserve System (FED) in line with the main objectives of price stability, full employment and moderate long-term interest rate, the time-varying structure of the relationship between price and financial stability in the 1993:12-2020:12 period was empirically analyzed with the TVP-SVAR model. This study constitutes the main purpose and motivation of this study. In this context, the research question of the study consists of econometrically testing whether the time-varying structure of the relations between price and financial stability in the US during the examination period (in certain years and maturities) can be explained by the traditional wisdom and/or new environment hypotheses. This study contributes to growing theoretical debates on monetary policy designs since the 1990s and the empirical studies that have emerged in the available literature after the GFC in three strands.
First, the study investigates the empirical validity of the theoretical explanations of the relationship between price and financial stability in monetary policy designs in the US for the period 1993:12-2020:12 within the scope of the traditional wisdom and/or new environment hypotheses. Therefore, the study intends to empirically determine the relationship between price and financial stability in the US during the sampling period and to determine the optimal level of the relationship between price and financial stability in the monetary policy designs of the US. Second, price stability is represented by the differences in the inflation rates from the mean, and financial stability is represented by variables in the form of an index. However, in the empirical literature, price stability is usually included in the econometric analysis, with more direct variables measured over actual inflation rates, while financial stability is measured through indicators such as the exchange rate, stock prices, financial sector loans, and other factors. Third, unlike studies that generally investigate the relationships between price and financial stability with a linear VAR model within the scope of time series analysis in the empirical literature, this study applies a nonlinear TVP-SVAR model to examine the varying nature of the relationships between price and financial stability over time. Therefore, the nonlinear trends of price and financial stability variables during the review period can be observed and examined to determine whether the timing before, during and after the GFC is important in discussing the relationship between price and financial stability.

In the second section after the introduction, the theoretical and empirical literature on the relationship between price and financial stability is presented, and the position of the study in the context of the extant literature is explained. In the third section, the econometric approach and the methodology of the study and data set are introduced. In the fourth section, the interaction between price and financial stability in the US for the period 1993:12-2020:2 is examined within the framework of the TVP-SVAR model, and the empirical findings of the study are discussed. In the last section, empirical findings and policy implications of the study are discussed, and recommendations for future studies are presented.

2. THE RELATIONSHIP BETWEEN PRICE AND FINANCIAL STABILITY: THEORETICAL FRAMEWORK AND EMPIRICAL LITERATURE

2.1. Theoretical framework

The relations between price and financial stability in monetary policy designs have become an important policy agenda after the GFC. However, two different approaches that offer explanations for this mechanism have been documented in the theoretical literature since the 1990s. The first of these approaches is the “Traditional Wisdom Hypothesis” developed by Schwartz (1995). Schwartz (1995) posits that price stability supports and strengthens financial stability. The second approach is the “new environment hypothesis” proposed by Borio & Lowe (2002) and Borio et al. (2003), which posits that price stability might
not guarantee financial stability (Issing, 2003). Schwartz (1995) mentioned that monetary policy practices that cause price instability make the information flow between parties in a debt agreement asymmetric and hence are the main causative factor of financial instability. According to Schwartz (1995), instabilities in price as a result of an increment in money supply due to expansionary monetary policies make it difficult to estimate the real returns of financial investments. This circumstance results in the excessive overvaluation or undervaluation of asset prices and thereby causes financial instabilities. It is assumed that monetary policy practices that can provide price stability can prevent such information, estimation and valuation problems and provide financial stability (Schwartz, 1995). Similarly, Bordo & Wheelock (1998) stated that financial instability can be caused by unexpected changes in the money supply if there exists a strong correlation between price and financial stability. According to Bordo & Wheelock (1998), increments in commodity and security (real estate) prices due to changes in money supply cause bubbles in asset prices and financial instability. Monetary policy practices that focus on controlling changes in the money supply are deemed to provide price and financial stability simultaneously (Bordo & Wheelock, 1998). In a related study, Issing (2003) stated that a forward-looking strategy that aims at achieving and maintaining price stability in the medium-long term in monetary policy designs can also eliminate financial instabilities. This study argued that even if a short-term trade-off between the main goal of price stability and financial stability is experienced in such a future-oriented monetary policy design, such a conflicting mechanism will disappear in the medium-long term, and price stability will support financial stability (Issing, 2003). Other studies in the theoretical literature that explain the relationship between price and financial stability within the different contexts of the traditional wisdom hypothesis are Demirgüç-Kunt & Detragiache (1998), Hardy & Pazarbasioglu (1999), Bordo et al. (2002), and Woodford (2012).

Borio & Lowe (2002) explained the relationship between price and financial stability from the perspective of the new environment hypothesis. They juxtaposed that financial instability can be observed even when price stability is achieved and that monetary policies should be designed in consideration of both financial stability and price stability. According to Borio & Lowe (2002), monetary policies with high credibility can ensure price stability and improve the expectations of economic actors. The improvement in medium- to long-term expectations causes the formation of bubbles in debt asset prices and, consequently, the accumulation of systemic risks in financial markets. It is therefore assumed that monetary policy designs that do not provide for such circumstances in financial markets through the expectations channel cannot prevent but rather deepen financial instabilities (Borio & Lowe, 2002). In its most general terms, systemic risk is defined by the International Monetary Fund (IMF), Bank for International Settlements (BIS) and the Financial Stability Board (FSB) (2009), as resulting from disruptions in some or all of the financial system and has the potential to have significant negative consequences on the real economy. It is defined as the risk of deterioration of financial services. On the basis of this
definition, there are negative externalities that arise from malfunctions in any of the financial system elements in the form of instruments, institutions and markets, and the effects of these externalities on the real economy are emphasized (IMF-BIS-FSB, 2009).

In a related study, Rajan (2005) attributed inflation to changes in interest rates. The study argued that the basis of financial instability is the adjustments in the risk appetite of economic actors concerning changes in inflation and interest rates. According to Rajan (2005), inflation and interest rates are relatively low in an economic environment where price stability is achieved. However, the risk appetite of economic actors in such an environment with an advanced financial system increases, and they tend to use alternative tools that will provide higher returns amidst higher risks. This situation, which can plunge an economy into financial instabilities, requires that monetary policies be designed with a thorough comprehension of the factors that reduce the risk appetite of economic actors. This approach will reduce the tendency of bubbles in debt asset prices and the associated accumulation of systemic risks in financial markets over time (Rajan 2005). These findings regarding monetary policy designs also corroborate the findings of studies by Leijonhufvud (2007). Leijonhufvud (2007) states that monetary policies aiming only at reducing the changes in inflation rates and ensuring price stability cannot prevent financial instability caused by credit asset price bubbles in financial markets but can also feed them in certain periods or conditions. Under the conditions of political or market pressures on central banks and being asymmetrical, low inflation rates can harbor the formation of credit asset price bubbles, and focusing on price stability can lead to policies that could threaten financial stability in the long run. For this reason, Leijonhufvud (2007) states that it is necessary to design central banks in a way that can eliminate the negative effects of monetary policies on financial stability and to take care of financial stability in the long run as well as price stability (Leijonhufvud, 2007). Other studies documented in the theoretical literature on the relationship between price and financial stability based on different perspectives of the new environment hypothesis include White (2006), Borio (2014b), Smets (2014), and Billi and Verdin (2014). Other studies documented in the theoretical literature on the relationship between price and financial stability based on different perspectives of the new environment hypothesis include White (2006), Borio (2014b), Smets (2014), Billi and Verdin (2014).

2.2. Empirical literature

Although the relations between price and financial stability have been explained in the theoretical literature from the perspectives of both the traditional wisdom hypothesis and the new environment hypothesis since the 1990s, studies on the subject matter in the available empirical literature coincide with the period after the GFC. Although the empirical literature on the relationship between price and financial stability shows a certain development after GFC, there is a limited number of studies on the subject matter. An examination of the empirical
literature reveals a study by Granville & Mallick (2009) on countries in the Euro area as one of the pioneering studies that examine the relationship between price and financial stability. In this study, the relationships between price stability represented by the actual inflation rate and financial stability represented by various financial variables (nominal effective exchange rate, stock prices and the ratio of banking sector loans to deposits) were analyzed within the scope of time series analysis with quarterly data for the period 1994: Q1-2008: Q2. The estimation result of their analysis based on the output of the established linear vector autoregression (VAR) model shows a reciprocal relationship between price and financial stability in countries in the euro area with price stability supporting financial stability. Similarly, the results that support the validity of the traditional wisdom hypothesis on the relations between price and financial stability were found in a related study by Frappa & Mésonnier (2010) on 17 developed OECD member countries using probit regression analysis within the scope of panel data analysis with annual data for the period 1980-2017. Dhal et al. (2011) conducted a study on India to investigate the relationship between price stability (represented by the actual inflation rate) and financial stability (calculated in the form of an index based on various indicators related to the stability of the Indian banking sector). The study was designed within the scope of time series analysis with quarterly data covering the period 1995: Q1-2012: Q3. The result of their analysis based on the linear VAR model reveals that the relationship between price and financial stability in India is reciprocal. They found that financial stability supports price stability; however, price stability impedes financial stability. Empirical results that support the validity of the new environment hypothesis on the relationship between price and financial stability were found in studies by Blot et al. (2015) and Sethi & Acharya (2020). Blot et al. (2015) examined the relationship between price stability represented by the actual inflation rate and financial stability calculated in the form of an index that encompasses various indicators related to the stability of the banking and finance sector of the US and countries in the Eurozone for the period 1993: M12-2012: M12 and 1999: M1-2012: M12. The results of the analysis within the framework of dynamic conditional correlations (DCCs) and the linear VAR model reveal that the relationship between price and financial stability in the US and Europe is reciprocal. Similar to findings by Dhal et al. (2011), they found that financial stability supports price stability and that price stability impedes financial stability. Sethi & Acharya (2020) investigated the relationship between price stability, captured as the actual inflation rate, and financial stability, represented by variables such as house prices and returns, with quarterly data from the period 1997: Q1-2016: Q3 on the Philippines, South Korea, Israel, Indonesia and Thailand. The empirical result of their analysis with a linear VAR model shows that in these five countries, where monetary policy designs are based on an inflation targeting regime, there is a negative relationship between price and financial stability, with price stability hindering financial stability. Research findings that reveal a negative relationship between price and financial stability are based on the use of Bayesian VAR and vector error correction (VEC)
models in different periods within the scope of time series analysis. A study on Germany (Euro area) applied Bayesian VAR (Van Roye, 2011). In the context of India, the VEC (Ramesh Babu and Venkateswarlu, 2017) and VAR (Sahoo, 2020). Unsurprisingly, all these studies concluded that financial instabilities in the relevant countries negatively affect and prevent price stability.

Following the review of the relevant literature, this study applies the TVP-SVAR model to econometrically examine the relationships between price stability (measured as the difference of inflation rates in the US from their mean) and financial stability (measured in the form of an index that encapsulates different financial indicators). Monthly data set for the period 1993:12-2020:12 is used. Within the scope of the study, there is an objective to econometrically determine which of the traditional wisdom and/or new environment hypotheses best explain, concerning time, the changing nature of the relationship between price and financial stability represented by more direct and inclusive variables in the context of the US. The findings of the study are thought to contribute to the emerging empirical literature after the GFC and largely support the new environment hypothesis by examining the variables used to represent price and financial stability using econometric methods that take into account nonlinearity in variables and the time-varying relationships between price and financial stability.

3. ECONOMETRIC METHODOLOGY AND DATA

In this part of the paper, explanations of the econometric methodology used in the study, which aims to empirically examine the time-varying nature of the relationship between price and financial stability in the US as well as the data set, are presented. The structure of the TVP-SVAR model based on time series analysis methodology and the nature and sources of data used in the study are explained in the following subsections.

3.1. Time-varying parameter structural vector autoregression model (TVP-SVAR)

The TVP-SVAR model was introduced by Primiceri (2005) by extending the linear vector autoregression (VAR) and structural vector autoregression (SVAR) models developed by Sims (1986) and Shapiro & Watson (1988). The TVP-SVAR model involves eliminating variabilities in parameters following the determined order of the endogenous variables in the VAR and SVAR models. TVP-SVAR models also relax the assumptions that the parameters and structural shocks follow a linear process. In a TVP-SVAR model, following the determined order of endogenous variables, parameters and structural shocks do not change; however, they can follow a linear or nonlinear process, and the time-varying effects of the parameters of the endogenous variables as well as structural shocks are examined. In a TVP-SVAR model where the parameters of the endogenous variables and the variance-covariance matrix are allowed to
change over time, time-dependent changes and nonlinear trends are likely to occur in the lag structure of the variables (Dahem et al., 2017).

A TVP-SVAR model that is based on a time series analysis methodology with a stochastic volatility model makes it possible to capture linear and nonlinear trends in the simultaneous relationships between endogenous variables and to eliminate problems associated with the varying variance in the time structure of structural shocks (Primiceri, 2005). In the TVP-SVAR model, the time-varying relationships between endogenous variables are assumed to follow a first-order random walk process and are investigated with the following regression equation:

\[
Y_t = c_t + \beta_{1t}y_{t-1} + \ldots + \beta_{st}y_{t-s} + e_t, \quad e_t \sim N(0, \Omega_t)
\]

Here, the terms \(Y_t\) and \(c_t\) indicate the endogenous variables and constant term vector in a \(k \times 1\) dimension. The terms \(\beta_{it}\) and \(\Omega_t\) indicate the variance-covariance matrix of coefficients and residuals that varies over time in the \((k \times k)\) dimension. The recursive identification \(\Omega_t\) term for structural shocks can be differentiated as follows:

\[
\Omega_t = A_t^{-1} \sum_t A_t^{-1}
\]

The \(\Sigma_t\) and \(A_t\) terms in the equation show the diagonal matrix of the time-varying components of the structural shocks in the endogenous variables. The lower triangular matrix of the covariance components that enables the determination of the time-varying relationships between the endogenous variables can be specified as follows:

\[
\Sigma_t = \begin{pmatrix}
\sigma_1 & 0 & \ldots & 0 \\
0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \ldots & 0 & \sigma_k
\end{pmatrix}, \quad A_t = \begin{pmatrix}
1 & 0 & \ldots & 0 \\
\alpha_{21,t} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
\alpha_{k1,t} & \ldots & \alpha_{k,k-1,t} & 1
\end{pmatrix}
\]

After this transformation process, the equation for the TVP-SVAR model in Equation 1 can be rewritten as follows:

\[
y_t = X_t \beta_t + A_t^{-1} \sum_t e_t, \quad e_t \sim N(0, I)
\]

Here, \(t = s + 1, \ldots, n\) is a representation of the process of modeling varying parameters as specified by Primiceri (2005). However, in the lower triangular matrix, the clustered vector representation of the elements in the form of \(\alpha_t = (\alpha_{21}, \alpha_{31}, \alpha_{32}, \ldots, \alpha_{k,k-1})\) is used. In this notation, the variance-covariance
matrix of the time-varying residuals is $h_t = (h_{1t}, \ldots, h_{kt})$ and $h_{jt} = \log \sigma_{jt}^2$, $(j = 1, \ldots, k)$, while the parameters in the equation do not strictly have to follow a stationary process of AR(1) but a random walk process. Under these assumptions, the structure of the $\beta_t$, $\alpha_t$ and $h_t$ parameters can be defined as follows:

\begin{align}
\beta_{t+1} &= \beta_t + \mu_{\beta t}, \\
\alpha_{t+1} &= \alpha_t + \mu_{\alpha t}, \\
\epsilon_t &= \sum_{t=1}^{s} \beta_t + \mu_{\beta t}, \\
\mu_{\alpha t} &= \sum_{t=1}^{s} \alpha_t + \mu_{\alpha t}, \\
\mu_{\beta t} &= \sum_{t=1}^{s} \beta_t + \mu_{\beta t}, \\
\mu_{\epsilon_t} &= \sum_{t=1}^{s} \epsilon_t + \mu_{\epsilon t}.
\end{align}

Here, when $t = s + 1, \ldots, n$, the parameters $\beta_{s+1} \sim N(\mu_{\beta 0}, \sum_{\beta 0})$, $\alpha_{s+1} \sim N(\mu_{\alpha 0}, \sum_{\alpha 0})$, and $h_{s+1} \sim N(\mu_{h 0}, \sum_{h 0})$ are normally distributed. The term $\epsilon_t$ in the equations represents the elements of the diagonal matrix corresponding to the covariance matrix of structural changes. Here, $\mu_{\beta t}$ shows the lag coefficients, $\mu_{\alpha t}$ shows the simultaneous coefficients, and $\mu_{h t}$ shows the time-varying structural changes in the standard errors. The transformation of $(A_t)$ in Equation 4 into a lower-triangular matrix transforms the VAR system into a recursive definition, rendering the estimation of the models in the SVAR structure easier. To predict the TVP-SVAR model in Equation 4, the structural shocks derived from the variance-covariance matrix of the residuals from the reduced-form equation should be determined. Then, restrictions imposed on the covariance matrix, $\epsilon_t$, of the structural shocks in the A matrix are defined in Equation 5. In the TVP-SVAR model as specified in Equation 4, the optimal lag length that eliminates autocorrelation in the residuals and the order of the endogenous variables in matrix A should be determined. The model is then estimated with the Markov Chain Monte Carlo (MCMC) method based on the random walk process and the Bayesian algorithm (Nakajima, 2011).

### 3.2. Dataset

The study uses monthly data obtained from the Federal Reserve Bank of St Louis FED (FRED Economic Data) database for the period 1993:12-2020:12. Data obtained from the FRED database and curated into a financial stability index to represent the financial stability (instability) level of the US for the study period 1993:12-2020:12 with regard to the scope of the study. The study considers four basic variables. The policy interest rate and the money supply variables that direct the relationship between price and financial stability through price stability, the financial stability and the monetary transfer mechanism constitute the basic variables for this study. Data on financial stability, policy interest rate and money supply variables are obtained directly from the FRED database. Data
on the price stability variable, however, were curated by the authors using the actual inflation rate data obtained from the FRED database.

The financial stability (instability) variable symbolized as FS is drawn from the STLFSI2 Index (St. Louis Fed Financial Stress Index) values. This index captures the level of stability (stress) in the US financial markets calculated from different financial indicators contained in the FRED database. STLFSI2 was calculated using principal component analysis (PCA). This index accounts for the statistically explanatory degree of the combined movements of 18 financial indicators that directly, and from diverse perspectives, reflect the stability (stress) level of financial markets. The STLFSI2 index is designed and calculated to move weekly around a mean of zero since 1993:12. Values below 0 indicate a decreased level of stress and instability in financial markets, and values above 0 indicate increments in the level of stress and instability in financial markets. For comprehensive information on the scope and methodology of the STLFSI2 index, see (St. Louis Fed Financial Stress Index). The data on the policy interest rate variable, symbolized as FF in the study model, were obtained as the values of the Federal Reserve Bank’s (FED) Effective Federal Funds Rate policy interest rate in percentages from the FRED database. The data on the money supply variable, symbolized as MS, were taken as seasonally adjusted billions of dollars (M2 money stock) values from the FRED database.

Data on the price stability variable, symbolized as PS in the study model, were derived by the authors based on the actual inflation rate data obtained from the FRED database and the average inflation rate within the 2% band used by the FED as a measure in defining the price stability. (The criterion used by FED to measure the annual inflation rate for the US on the consumer price index (CPI) within the limit of 2% is defined as price stability (FED, www.federalreserve.gov 2020). Inflation rate data from the FRED database calculated as seasonally adjusted monthly percentage change values based on the CPI (2015 = 100) compared to the same month of the previous year were used to represent actual inflation rate data. In deriving the PS variable, the criterion that the annual average inflation rate should be within a limit of 2% pegged by the FED in measuring the price stability was used. Consequently, a new variable that consists of the average (potential) values of the inflation rate within a 2% band in the entire period was created. Then, the values of the average inflation rate variable created for the period 1993:12-2020:12 for the US were subtracted from the values of the actual inflation rate variable (taking its differences from the mean) for the period 1993:12-2020:12 to obtain the PS variable. Accounting for the uncertainty problems that arise from innovations and trends of filter-based methods such as Hodrick-Prescott, Kalman, and so on, which are used to calculate potential data under certain assumptions based on observed data, the average inflation rate was represented in the study with the FED’s average inflation rates of 2% per year, used as a measure of the price stability in the US (Orphanides & Norden, 2002; Hamilton, 2017).

In the econometric analysis, annual growth rate values (calculated following previous years’ same month values) of MS and PS variables were seasonally
adjusted from the relevant database. However, FS and FF variables are not periodically adjusted because they do not have seasonal characteristics. After the data transformation process, descriptive statistics on the FS, FF, MS and PS variables included in the econometric analysis for the period 1993:12-2020:12 are obtained and presented in Table 1.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Mean</th>
<th>Median</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Std. Dev.</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Jarque-Bera</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>0.188</td>
<td>0.207</td>
<td>3.498</td>
<td>-3.958</td>
<td>1.124</td>
<td>-0.407</td>
<td>4.101</td>
<td>25.39</td>
</tr>
<tr>
<td>FS</td>
<td>-62.05</td>
<td>-30.93</td>
<td>6469.6</td>
<td>-5655.4</td>
<td>719.1</td>
<td>0.011</td>
<td>41.82</td>
<td>20415.2</td>
</tr>
<tr>
<td>FF</td>
<td>18.30</td>
<td>4.962</td>
<td>245.4</td>
<td>-97.93</td>
<td>73.26</td>
<td>0.877</td>
<td>3.593</td>
<td>46.45</td>
</tr>
<tr>
<td>MS</td>
<td>6.284</td>
<td>5.993</td>
<td>25.99</td>
<td>0.316</td>
<td>3.540</td>
<td>2.948</td>
<td>16.15</td>
<td>2814.2</td>
</tr>
<tr>
<td>Observations</td>
<td>325</td>
<td>325</td>
<td>325</td>
<td>325</td>
<td>325</td>
<td>325</td>
<td>325</td>
<td>325</td>
</tr>
</tbody>
</table>

As seen in Table 1, the variables are ranked as FS, FF, MS and PS from largest to smallest in terms of the differences between the mean and median and the maximum and minimum statistical values and, therefore, the size of the standard deviation (Std. Dev.) statistical values. These findings show that the variables were ranked as FS, FF, MS and PS in terms of the magnitude of the changes they were exposed to during the study period and their differences from the mean values. However, the findings reveal that the changes in the FS and FF variables during the study period are much greater than the changes in the MS and PS variables. As shown in Table 1, the skewness, kurtosis and Jarque-Bera statistics of the PS, FS, FF and MS variables differ significantly from 0. This finding shows that the PS, FS, FF, and MS variables were relatively skewed and flattened distributions during the study period, which reveals that they did not exhibit a normal distribution.

4. **Empirical findings**

In this section, the relationship between price and financial stability in the US is examined empirically with the TVP-SVAR model within the scope of time series analysis methodology for the period 1993:12-2020:12. To this effect, the price stability (PS), financial stability (FS), policy interest rate (FF) and money supply (MS) variables in the study on the monetary policy designs of the US are declared endogenous. The variables are included in matrix A of the TVP-SVAR model as defined earlier in Equation 4, as PS, FS, FF and MS in respective order. The TVP-SVAR model equation defined to determine the time-varying effects of the relationships between PS, FS, FF and MS in the US
is estimated for the period 1993:12-2020:12. In determining the endogenous variables in the TVP-SVAR model and their subsequent rankings in matrix A, references were drawn from studies by Granville & Mallick (2009), Blot et al., (2015) and Sethi & Acharya (2020) in the relevant empirical literature on the subject matter. (Winrats 10.0, Gauss 16.0 and OxMetrics 7.0 econometrics software packages were used in the analysis of the study data).

According to Çatık (2020), it is necessary to determine the movements (linear and nonlinear structures) of the variables included in the established TVP-SVAR model before proceeding with estimations (Çatık, 2020). Determining the linear structure of the variables in the model guides the econometric methodology and helps to obtain test statistics and results that are unbiased (Hoque and Zaidi, 2019: 996). To circumvent the aforementioned drawbacks of the study, the linear structure of the movements of the variables in the TVP-SVAR model over the analysis period is examined with linearity tests of Harvey & Leybourne (2007-HL) and Harvey et al. (2008-HR). The HL and HR linearity tests, as documented in the time series literature, can be used when variables are stationary or not at level values and, in any case, give consistent results. In the HL test, the linearity of the variables is examined with the Wald, $W_T^*$, type test statistics and in the HR test with the Wald, $W_S$, $W_U$ and, $W_\lambda$ type test statistics. If the Wald test statistics obtained in the HL and HR tests are greater than the critical values, the null hypothesis that “the variables are linear” is rejected, and then, a conclusion that the variables exhibit nonlinear trends during the period under review is arrived at (Harvey & Leybourne, 2007; Harvey et al., 2008). (For comprehensive information on the methodology of these tests, see Harvey & Leybourne, 2007; Harvey et al., 2008). HL and HR test results on the linear structure of the variables in the TVP-SVAR model are presented in Table 2.

<table>
<thead>
<tr>
<th>TABLE 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>TEST OF LINEARITY RESULTS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variables</th>
<th>HR</th>
<th>HL</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_S$</td>
<td>$W_U$</td>
<td>$\lambda$</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>PS</td>
<td>7.34$^b$</td>
<td>17.71$^a$</td>
</tr>
<tr>
<td>FS</td>
<td>4.00</td>
<td>15.59$^a$</td>
</tr>
<tr>
<td>FF</td>
<td>12.66$^a$</td>
<td>4.67</td>
</tr>
<tr>
<td>MS</td>
<td>0.85</td>
<td>16.05$^a$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Critical Values</th>
<th>%1</th>
<th>%5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_T^*$</td>
<td>9.21</td>
<td>13.27</td>
</tr>
<tr>
<td>$W_\lambda$</td>
<td>5.99</td>
<td>9.48</td>
</tr>
</tbody>
</table>

Note: The “$^a$” and “$^b$” signs in front of the test statistics calculated with ($\chi^2 = 2$) degrees of freedom indicate that the null hypotheses are rejected at the 1% and 5% significance levels, respectively. The term “$\lambda$” in the table indicates the weights of the $W_S$ and $W_U$ test statistics in the calculation of the $W_\lambda$ test statistics.
The test results in Table 2 indicate that all variables are nonlinear at the 1% or 5% significance level following HR and HL test results. This conclusion is reached by rejecting the linearity null hypotheses since the Wald test statistics calculated for PS, FS, FF and MS variables are greater than the critical values at the 1% or 5% significance level. Since the PS, FS, FF and MS variables in the TVP-SVAR model exhibit a nonlinear distribution during the review period, it is necessary for the degree of stationarity of the variables to be investigated with unit root tests that account for nonlinearity (Cuestas & Garrant, 2011). Accordingly, the stationarity status of the variables in the TVP-SVAR model, symmetric and asymmetric properties of variables, deterministic and stochastic structure, etc., were considered, and Kapetanios et al. (2003-KSS) and Sollis (2009-SLS) unit root tests that incorporate nonlinear characteristics of the variables were used.

KSS unit root tests developed by Kapetanios et al. (2003) and SLS unit root tests by Sollis (2009) can be used in stationarity analysis when time-series data are nonlinearly distributed. However, the KSS and SLS unit root tests perform well under a set of assumptions when variables exhibit symmetric or asymmetric properties. The stationarity of nonlinear time series data is examined with an exponential and smooth transition autoregressive process in the KSS unit root test and an exponential or logistically smooth transition autoregressive process in the SLS unit root test. In KSS and SLS unit root tests, the stationarity of variables is examined using the demeaned (demeaned-D) and demeaned and detrended-DD forms. The null hypothesis that “there is a unit root in the series” is tested. If the KSS and SLS test statistics are greater than the absolute critical values, the null hypotheses are rejected, and the variables are said to be stationary over the review period (Kapetanios et al., 2003; Sollis, 2009). For comprehensive information on the methodology of these tests, see Kapetanios et al. (2003) and Sollis (2009). The KSS and SLS unit root test results in the TVP-SVAR model in the form of DD are presented in Table 3.

### TABLE 3
**KSS AND SLS UNIT ROOT TEST RESULTS**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Test Statistics</th>
<th>KSS</th>
<th>SLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DD</td>
<td>DD</td>
<td>L</td>
</tr>
<tr>
<td>PS</td>
<td>–3.46&lt;sup&gt;b&lt;/sup&gt;</td>
<td>6.97&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4</td>
</tr>
<tr>
<td>FS</td>
<td>–4.77&lt;sup&gt;a&lt;/sup&gt;</td>
<td>18.47&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3</td>
</tr>
<tr>
<td>FF</td>
<td>–4.18&lt;sup&gt;a&lt;/sup&gt;</td>
<td>10.50&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4</td>
</tr>
<tr>
<td>MS</td>
<td>–3.45&lt;sup&gt;b&lt;/sup&gt;</td>
<td>8.20&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2</td>
</tr>
</tbody>
</table>

**Critical Values**

<table>
<thead>
<tr>
<th></th>
<th>%1</th>
<th>%5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>–3.93</td>
<td>–3.40</td>
</tr>
</tbody>
</table>

|          | 8.95 | 6.59 |

Note: The “<sup>a</sup>” and “<sup>b</sup>” signs in front of the test statistics indicate stationarity at the 1% and 5% significance levels, respectively. The optimal lag lengths determined for the variables based on the Akaike Information Criteria (AIC) are reported in column “L”. Critical values for the KSS and SLS tests are taken from Kapetanios et al. (2003) and Sollis (2009), respectively.
Table 3 shows that all variables are stationary at level values \([I(0)]\) at the 1% or 5% significance level following KSS and SLS unit root tests. This conclusion was reached with both KSS and SLS unit root test statistics calculated at the \([I(0)]\) level for PS, FS, FF and MS variables greater than the absolute value of the critical values and, consequently, rejecting the null hypotheses of a unit root. Since all variables considered in the study are declared stationary at level values, the TVP-SVAR model defined in Equation 4 is estimated using the level values of the PS, FS, FF and MS variables. The optimal lag length of the estimated TVP-SVAR model to examine the time-varying relationships between the variables included in matrix A with PS, FS, FF and MS is obtained as 3 with marginal likelihood (ML) and according to the highest ML value. The efficiency results of the Bayesian MCMC algorithm with 12,000 iterations and 2,000 joint posterior distributions of the time-varying parameters of the TVP-SVAR (3) model estimated in the study are presented in Table 4.

**TABLE 4**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Confidence Intervals (%95)</th>
<th>CD</th>
<th>IF</th>
</tr>
</thead>
<tbody>
<tr>
<td>((\Sigma \beta)_1)</td>
<td>0.0228</td>
<td>0.0025</td>
<td>[0.0183-0.0284]</td>
<td>0.936</td>
<td>26.61</td>
</tr>
<tr>
<td>((\Sigma \beta)_2)</td>
<td>0.0181</td>
<td>0.0016</td>
<td>[0.0153-0.0215]</td>
<td>0.728</td>
<td>15.64</td>
</tr>
<tr>
<td>((\Sigma \alpha)_1)</td>
<td>1.1498</td>
<td>1.1036</td>
<td>[0.0950-1.1550]</td>
<td>0.224</td>
<td>96.12</td>
</tr>
<tr>
<td>((\Sigma \eta)_1)</td>
<td>1.1498</td>
<td>0.1036</td>
<td>[0.9587-1.3605]</td>
<td>0.125</td>
<td>92.21</td>
</tr>
<tr>
<td>((\Sigma \eta)_2)</td>
<td>1.6593</td>
<td>0.1429</td>
<td>[1.3976-1.9527]</td>
<td>0.743</td>
<td>36.09</td>
</tr>
</tbody>
</table>

From Table 4, the posterior distributions of the parameters in the TVP-SVAR (3) model converge, and the MCMC algorithm produces effective results. Thus, the null hypotheses stating that the posterior distributions of the parameters converge in the CD test (Geweke, 1992) were not rejected at the 5% significance level, and the IF (inefficiency factors) values were relatively low (the number of repetitions was sufficient for the posterior distributions of the parameters to converge). However, in the TVP-SVAR (3) model presented in the table, the lowest and highest IF values are 15.64% with \((\Sigma \beta)_2\) in the time-varying structural change parameter of the lag coefficients and 96.12% with \((\Sigma \alpha)_1\) and simultaneous coefficients, respectively. The results of the TVP-SVAR (3) model of the parameters \((\Sigma \beta)_1\), \((\Sigma \beta)_2\), \((\Sigma \alpha)_1\), \((\Sigma \eta)_1\) and \((\Sigma \eta)_2\) on the efficiency of the MCMC algorithm are presented in Figure A1 in the Appendix section.

Graphs showing the course of innovation, stochastic volatilities and the time-varying simultaneous relationships between the PS, FS, FF and MS variables in the TVP-SVAR (3) model for the period 1993:12-2020:12 are presented in Figures A2, A3 and A4, respectively, in the Appendix section. From Figure
A2, it can be observed that the transformed forms of the PS, FS, FF and MS variables in the model follow a fluctuating innovation trend during the period under review, and these trends became evident in the years before, during and after the GFC. An examination of Figure 3 reveals that the PS, FS, FF and MS variables are listed as PS, FS, FF and MS in terms of the magnitude of the stochastic volatilities (the mean values of the structural shocks) during the sampling period. Additionally, stochastic volatilities that show similar trends in the PS, FS, FF and MS variables increased significantly in the 1999, 2005, 2010 and 2017 periods. Figure 4 depicts that the simultaneous relationships between the PS, FS, FF and MS variables stemming from the structural shocks specified recursively differ, to a certain extent, according to the variables and time. In addition, Figure 4 also shows that the simultaneous relationship between the PS and FS variables for the period 1993-2020 is positive and has become relatively stronger since 2000. This situation not only indicates that there were a priori simultaneous relationships between the PS and FS variables during the period review but also shows that the magnitude of these relationships changes over time. Moreover, Figure 4 also shows that similar findings are valid with regard to relationships between the PS, FS, FF and MS variable groups, albeit at different scales.

The results obtained from the analysis of the impulse-response functions that examine the time-varying relationships between the price stability, financial stability, policy interest rate and money supply in the US from the variance-covariance matrix of the parameters are presented in Figures 1, 2, 3 and 4. Figure 1 represents structural shocks caused by the price stability (PS), Figure 2 represents structural shocks originating from financial stability (FS), Figure 3 represents structural shocks originating from the policy interest rate (FF) variable, and Figure 4 shows structural shocks from the money supply (MS). The structural shocks from the money supply (MS) variable in Figure 4 depend on other time-varying variables and show the degree (direction/magnitude) of their responses according to term periods (1993-2020 period and short 1-month (1-M), mid-term 1-quarter (1-Q) and long-term 1-year (1-Y).

From Figure 1, it can be observed that the FS variable gives continuous positive responses to structural shocks in the PS at the 1-M, 1-Q and 1-Y terms (periods) during the period 1993-2020. Additionally, the magnitudes of these positive responses of the FS variable in the 1-Q and 1-Y terms (periods) were generally similar during the 1993-2020 period. However, the degree of positive responses increased in the period 2002-2009. These findings show that structural shocks in the PS increased the financial instability in the short, medium and long term over the entire study period. The effects that caused financial instability in the medium to long term became evident in the period 2002-2009. A thorough analysis of Figure 1 reveals that the FF variable gives continuous positive responses to structural shocks in PS at the 1-M and 1-Q terms during the 1993-2020 period; however, the degree of positive responses increased at the 1-Q term. The FF variable exhibits a positive response at 1-Y terms in the periods 1993-2004 and 2008-2009 and a negative response in the periods
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FIGURE 1
TVP-VAR MODEL: TIME-VARYING RESPONSE TO SHOCKS IN THE PRICE STABILITY


Moreover, in Figure 1, the MS variable exhibits continuous negative responses to structural shocks in PS at 1-M and 1-Q terms during the 1993-2020 period, with an increased degree of negative responses at 1-Q terms. The responses of the MS variable in 1-Y maturities are positive in the 2002-2004 and 2005-2016 periods and negative in the 1993-2001 and 2017-2020 periods. These findings show that structural shocks in PS decreased the money supply in the short-to-medium term throughout the 1993-2020 period. However, it increased in the long term in 2002-2004 and 2005-2016 and decreased in the periods 1993-2001 and 2017-2020.

In Figure 2, the responses of the PS variable to structural shocks in FS at the 1-M, 1-Q and 1-Y terms are negative in the 2000-2001, 2006-2010 and 2014-2016 periods and positive in the 1993-1999, 2002-2005, 2011-2013 and 2017-2019 periods. On the other hand, the magnitudes of the negative-positive responses of the PS variable in the 1-M, 1-Q and 1-Y terms are generally similar, and the largest negative and positive responses are observed in the periods 2007-2008 and 2004-2005, respectively. These findings indicate that structural
A careful examination of Figure 3 reveals that the responses of the PS variable to structural shocks in FF at the 1-M, 1-Q and 1-Y terms are generally negative in the 2003-2018 period and positive in the 1993-2002 and 2019-2020 periods. This figure also depicts that the PS variable exerts increasing, parallel from short term to long term, negative and positive reactions in the periods from 2005-2007 and 2001-2002. Even though structural shocks to the FF cause price instability in the short, medium and long term in 1993-2002, 2019-2020 and especially in the 2001-2002 periods, they contribute to price stability in 2003-2018 and especially in the period from 2005-2007. Additionally, it can be inferred from Figure 3 that the FS variable exerts negative responses in 1-M terms and positive or negative responses in 1-Q and 1-Y terms with a similar magnitude to structural shocks in FF during the 1993-2020 period. However, the FS variable exerts stronger negative and positive reactions with parallel increments from the short term to the long term in the 2013-2015 and 2004-2009 periods, respectively. These findings demonstrate that while the structural shocks to the FF variable caused financial instability in the short term during the 1993-2020 period, they contributed to financial stability in the medium-long term in the 1993-2011 period and thereafter increased financial instabilities in the 2012-2020 period. Moreover, Figure 3 shows a negative response by the MS variable to structural shocks in FF in the 1-M, 1-Q and 1-Y terms for the 1993-1999 and 2005-2007 periods and positive responses of similar magnitude in the 2000-2004 and 2008-2010 periods. Figure 3 posits that the money supply

**FIGURE 4**

TVP-VAR MODEL: TIME-VARYING RESPONSE TO SHOCKS IN THE MONEY SUPPLY

Figure 4 reveals that the PS variable exerts negative responses to structural shocks in MS for the 1-M term during the period 1993-2020 and positive or negative responses of similar magnitude in 1-Q and 1-Y terms. On the other hand, the PS variable gives strong negative and positive reactions that increase in a form directly parallel to the short term to long term in the periods 1993-2000 and 2005-2010, respectively. These outcomes indicate that structural shocks to MS contribute to price stability during the period under review. Notably, the price stability is observed in the short term and medium-long term in 1993-2003 and 2019-2020, and increments in the price instability are seen in the medium-long term in the period 2004-2018. Additionally, Figure 4 shows that the FS variable reacts positively to the 1-M term and negatively to the 1-Q and 1-Y terms during the period under review. However, the positive and negative reactions of the FS variable increased in a parallel form from the short term to the long term with stronger negative responses in the 2003-2010 period. These results show that structural shocks in MS caused short-term financial instability throughout the period under review but contributed to financial stability in the medium-long term.
term, and this effect became evident in the period 2003-2010. The FF variable responds negatively to structural shocks in MS at the 1-M and 1-Q terms and positive or negative responses of similar magnitudes at the 1-Y terms during the period under review. However, the FF variable exerts the strongest positive responses in 2004-2005 and 2009-2015 and negative reactions in 1993-1995 and 2004-2008 that increase in a form parallel to the short term to long term. These findings indicate that structural shocks sustained in MS decreased policy interest rates in the short-medium term during the study period and in the long term in 1993-1995 and 2004-2008. However, policy interest rates increased in the long term in the periods 2004-2005 and 2009-2015.

5. Conclusions

In this study, the relationship between price and financial stability of monetary policy designs is explained, and the relationship between price and financial stability in the US’s monetary policy designs is examined by considering the propositions of traditional wisdom developed in the 1990s and the new environment hypotheses. To achieve this purpose, the time-varying nature of the relationship between the price stability, financial stability, policy interest rate and money supply in the US, where monetary policies are designed to achieve price stability, full employment and moderate long-term interest rate targets, is studied econometrically with the TVP-SV AR model for the period 1993:12-2020:12. The results of the estimated TVP-SV AR models are parallel with the empirical findings of studies by Dhal et al. (2011), Blot et al. (2015), Sethi & Acharya (2020) and Sahoo (2020), who found mutual relationships between price and financial stability and who corroborate the proposition of the new environment hypothesis in the theoretical literature that price stability may not necessarily guarantee financial stability.

The output of the TVP-SVAR model estimated for this study reveals that the relationship between the price stability, financial stability, policy interest rate and money supply is mutual and varies significantly over time (short-, medium- and long-term periods in the years considered in the study) in the monetary policy designs of the US. Models established to investigate the relationship between the price and financial stability in the study show that price instabilities prevent financial stability by increasing the accumulation of systemic risk in financial markets in the short, medium and long term during the study period. Contrasting results were observed for certain periods and times in which financial instabilities supported or prevented the price stability by either decreasing or increasing the differences in the inflation rates from the mean in the sample period. Moreover, mixed results were obtained on the effects of price instabilities in preventing financial stability in the period of 2002-2009. Financial instabilities were found to prevent price stability in the period 2004-2005, and supportive effects of financial instabilities on price stability were noticed in the period 2007-2008. The theoretical background of these results, which reveals that price stability
might not guarantee financial stability and could even feed financial instability in certain periods or conditions, is in line with the study of Leijonhufvud (2007). In fact, in the study of Leijonhufvud (2007), price stability can prevent financial stability by increasing the accumulation of systemic risk in financial markets in certain periods or conditions.

In TVP-SVAR models where the relationship between price stability and the policy interest rate is examined, it is found that price instabilities increase or decrease policy interest rates by tightening or loosening monetary policy stances. The results from such models also indicate that changes in policy rates support or prevent price stability by decreasing or increasing the differences in the inflation rates from the mean values in the sample period. The results from such models, notably, reveal the effects of price instabilities on increasing policy rates and evidence that variabilities in policy interest rates support price stability were found in the 2004-2008 period. In models that focused on examining the relationship between price stability and money supply, it is found that price instabilities during the sample period reduce or increase the money supply by altering the opportunity cost of holding cash. These variabilities in the money supply were found to support or prevent price stability by either reducing or increasing the differences in the inflation rates from the mean values. Notably, the effects of price instabilities on reducing the money supply and, consequently, hindering price stability became evident in the 2004-2010 period.

In the models in which the relationship between financial stability and the policy interest rate is investigated, the results indicate that during certain periods and terms, financial instabilities increase or decrease policy interest rates, thereby resulting in a tighter or loosened monetary policy stance. Changes in policy rates were found to support or inhibit financial stability by either decreasing or increasing the accumulation of systemic risk in financial markets. Additionally, such models show that financial instabilities increase policy interest rates, and the reverse effects of variabilities in policy rates on financial stability were observed in the period 2004-2009. The study results also reveal certain periods and terms in the sample period where financial instability reduced or increased the money supply by changing the opportunity cost of holding money. Such changes in the money supply support or prevent financial stability by reducing or increasing the accumulation of systemic risk in financial markets. This finding became evident in the period 2004-2010. TVP-SVAR models established to examine the relationship between the money supply and policy interest rate show that changes in the money supply during the sample period increase or decrease policy interest rates through tight or loose monetary policies. Changes in the money supply were found to result in decreases in the policy interest rate in the period 1993-2000. The reverse effect indicates that changes in the policy interest rate decrease or increase the money supply by changing the opportunity cost of holding money. This effect became evident in the period 2016-2020.

These results show the bidirectional relationship between price stability, financial stability, policy interest rate and money supply in the US and changes over time in the periods before, during and after the 2008 global financial crisis.
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The time factor is important in the relationship between these variables. These results show that the reciprocal relationship between the price stability, financial stability, policy interest rate and money supply can change symmetrically and asymmetrically over time. Thus, it broadly suggests that policy interest rates that ensure price and financial stability might not always be compatible and that price stability might not always guarantee financial stability. In fact, the results of the study show that changes in the policy interest rate and/or money supply can provide price stability in certain periods and/or prevent financial stability by feeding systemic risks in financial markets. These results, which are theoretically compatible with the new environment hypothesis, show that it is necessary to regulate price stability, policy interest rate and money supply changes with a simultaneous approach that can prevent the accumulation of systemic risks in financial markets. In this context, as suggested in the studies of Borio & Lowe (2002), Rajan (2005) and Leijonhufvud (2007), in the design of monetary policies, in regulating the relations between price stability, financial stability, policy interest rate and money supply, there are expectations, risk factors, which are financial systemic risk factors. It is necessary to consider the effects of changes in the credit market appetite and loan asset prices together. Nevertheless, these results point to emphasizing the need to design monetary policies with consideration of the time factor in the symmetrical and asymmetrical bidirectional relations between price stability, financial stability, policy interest rate and money supply. Based on these findings, monetary policies in the US must be redesigned within the framework of the new environment hypothesis with considerations to the changing nature of the relationship between monetary and financial variables over time. To this effect, US monetary policies implemented by the FED to achieve price stability, full employment and moderate long-term interest rate targets should be designed with substantial depth in their scope and purpose, to reduce the trade-offs between monetary and financial stability. The approach should incorporate a variety of tools that can direct the timing of the relationship between monetary and financial variables. In doing so, it will be possible to reduce the trade-offs between monetary and financial stability, regulate the relationship that varies symmetrically or asymmetrically over time between these variables, and ensure that financial stability and price stability support each other over time. Otherwise, the reciprocal relationship between monetary and financial stability is likely to be bound to certain conditions and periods, as depicted by study findings. Thus, financial instabilities will continue to threaten monetary stability and the output gap, as observed in the 2008 global financial crisis. In this study, it is evaluated that these results and policy implications for the explanation of the relations between monetary and financial stability in the monetary policy designs of the US could be valid to a certain extent in terms of the monetary policy designs of a significant part of developed and developing countries. In fact, after the 2008 global financial crisis, monetary policies were redesigned by a significant part of developed and developing countries with an understanding that aims to support monetary stability with financial stability, either explicitly or implicitly. Future empirical studies in line with the subject
matter can examine the linear and nonlinear distributions of price and financial stability variables during the period under review within the context of different developed and developing countries to contribute to the development of the emerging empirical literature following the 2008 global financial crisis.
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APPENDIX

FIGURE A1
ESTIMATION RESULTS FOR THE TVP-SVAR MODEL PARAMETERS

Note: The upper, middle and bottom parts of the graphs show sample autocorrelation, trends and successive densities of time-varying parameters in the TVP-SVAR (3) model, respectively.

FIGURE A2
TIME SERIES GRAPHS OF THE TVP-SVAR MODEL VARIABLES
FIGURE A3
STOCHASTIC VOLATILITY OF THE VARIABLES IN THE TVP-SVAR MODEL

Note: The blue and continuous lines in the graphs indicate the successive means of the time-varying parameters in the TVP-SVAR (3) model, and the red and dashed lines indicate plus/minus standard deviations at a 99% confidence interval.

FIGURE A4
SIMULTANEOUS RELATIONSHIPS BETWEEN VARIABLES IN THE TVP-SVAR MODEL

Note: See explanations in Figure A3.
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